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Resumen. En este estudio se analiza cémo los algoritmos de inteligencia artificial integrados en la vida
cotidiana influyen en la toma de decisiones humanas y en la configuraciéon de la subjetividad social.
Se adopté un enfoque cuantitativo basado en simulacién socio-técnica, utilizando datos sintéticos y
modelos de decision para evaluar el impacto de la personalizacién algoritmica, la diversidad de exposicién
y la explicabilidad del sistema. Los resultados muestran que la personalizaciéon incrementa de forma
sistematica la probabilidad de adhesiéon a las recomendaciones, reduce la diversidad estructural del
entorno de eleccién y modula variables subjetivas como la agencia percibida y la dependencia algoritmica.
El anélisis de sensibilidad evidencia que la personalizacién actla como un parametro de alta sensibilidad,
generando cambios predecibles y estables en la conducta de eleccion. Estos hallazgos confirman que los
algoritmos cotidianos no solo optimizan decisiones, sino que reconfiguran progresivamente la experiencia
decisional humana.

Palabras clave: algoritmos cotidianos, subjetividad social, inteligencia artificial, toma de decisiones.

Everyday Algorithms and Social Subjectivity: How Artificial Intelligence
Reconfigures Human Decisions in Daily Life

Abstract. This study analyzes how artificial intelligence algorithms embedded in everyday life influence
human decision-making and the configuration of social subjectivity. A quantitative approach based on
socio-technical simulation was adopted, using synthetic data and decision models to assess the impact
of algorithmic personalization, exposure diversity, and system explainability. The results show that
personalization systematically increases the likelihood of adherence to recommendations, reduces the
structural diversity of the choice environment, and modulates subjective variables such as perceived
agency and algorithmic dependence. Sensitivity analysis indicates that personalization acts as a highly
sensitive parameter, generating predictable and stable changes in decision behavior. These findings
confirm that everyday algorithms not only optimize decisions, but also progressively reshape the human
decision-making experience.
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I. INTRODUCCION

En la dltima década, la inteligencia artificial (IA) dejé de ser un “sistema experto” confinado a lab-
oratorios o a nichos industriales para convertirse en una infraestructura cotidiana: motores de recomen-
dacién que curan lo que vemos y escuchamos, sistemas de ranking que ordenan informacién “relevante”,
modelos predictivos que sugieren rutas, productos, amistades, noticias, e incluso patrones de conducta
“esperables”. Esta expansién no solo incrementé la eficiencia en la gestién de grandes volimenes de
datos; también transformé el modo en que las personas perciben opciones, anticipan consecuencias
y justifican decisiones. En términos aplicados, la vida diaria se volvié un entorno de micro-decisiones
mediadas por algoritmos, donde la optimizaciéon computacional (clics, tiempo de permanencia, conver-
sién, retencién) convive —a veces en tension— con la experiencia subjetiva de autonomia, preferencia
y sentido.

Desde una perspectiva de ciencias aplicadas, los sistemas algoritmicos que operan en plataformas
digitales pueden describirse como tuberias de decisién (decision pipelines) basadas en: (i) recolec-
cién de sefiales (historial, contexto, interaccién), (ii) modelado predictivo (probabilidad de eleccién o
respuesta), y (iii) ranking o asignacién de recursos (qué se muestra primero, qué se sugiere, qué se
oculta). El resultado practico es una “arquitectura de eleccién” dindmica que se actualiza en tiempo
real. En este marco, la influencia algoritmica no requiere coercidn explicita; basta con alterar el orden,
la disponibilidad o la saliencia de las alternativas. La literatura de digital nudging formaliza este fend-
meno al extender el concepto de nudge hacia entornos digitales: la interfaz y la l6gica de presentacién
pueden guiar elecciones de manera predecible sin eliminar opciones [1], [2]. Esta perspectiva es es-
pecialmente pertinente porque conecta mecanismos de disefio (por ejemplo, defaults, jerarquizacién,
recordatorios, sefiales de escasez) con resultados observables en comportamiento, abriendo la puerta
a anélisis cuantitativos robustos (modelos de eleccién, efectos de tratamiento, experimentos A/B y
simulacién).

Sin embargo, la relevancia social del problema emerge cuando se reconoce que estos sistemas no
solo “asisten” decisiones: reconfiguran el marco cognitivo desde el cual las personas deciden. La teoria
del juicio y la decisién ha mostrado que la eleccion humana estad condicionada por sesgos sistemati-
cos y por la forma de enmarcar alternativas, incluso cuando los individuos creen decidir libremente
[3]. En contextos mediado-algoritmicos, el “marco” ya no es estable: es personalizable, adaptativo y
opaco. Asi, la subjetividad social —entendida como construccién de preferencias, valores, identidades
y expectativas en interaccién con el entorno— se ve atravesada por recomendaciones y rankings que
actiian como filtros de realidad: determinan qué informacién se vuelve accesible y qué contenidos se
vuelven “normales” o “deseables”. Evidencia reciente sobre servicios de streaming discute cémo los
recomendadores pueden incidir en la formacién del gusto y en elecciones estéticas, precisamente porque
mediatizan el descubrimiento y la exposicién cultural [4]. En paralelo, estudios sobre juventudes y
recomendaciones algoritmicas resaltan la ambivalencia entre conveniencia y pérdida de agencia: los
sistemas facilitan navegar la sobrecarga informativa, pero también delimitan recursos para explorar
alternativas no anticipadas por el modelo [5].

La nocién de agencia humana adquiere aqui un rol central. En dmbitos laborales, por ejemplo, la
“gestidn algoritmica” (asignacién de tareas, evaluacién, planificacién) ha motivado marcos conceptuales
que analizan riesgos y oportunidades para la autonomia cuando decisiones relevantes pasan por modelos
de prediccién y optimizacién [6]. Aunque el entorno laboral tiene especificidades, su légica se asemeja
a la vida cotidiana digital: el algoritmo no reemplaza necesariamente la voluntad individual, pero puede
estrechar el espacio de deliberacién al imponer métricas, prioridades y rutas de accién “eficientes”. En el
consumo de contenidos, esto se observa con especial fuerza: un trabajo reciente sobre recomendaciones
personalizadas en una gran plataforma de streaming propone un modelo de elecciéon discreta para
estimar efectos incrementales de la recomendacion sobre el comportamiento de consumo y la diversidad,
mostrando cémo el disefio del recomendador puede modificar patrones de eleccién y engagement [7].
Estos resultados, aun cuando se centran en métricas de plataforma, son cruciales para ciencias aplicadas
porque evidencian que la recomendacién no es un “detalle de interfaz”: es un mecanismo causal
potencialmente medible que altera la conducta.

La expansién de la IA cotidiana también intensifica desafios clasicos de equidad, sesgo y respon-
sabilidad. Modelos entrenados con datos histéricos pueden reproducir desigualdades preexistentes o
amplificarlas, especialmente cuando se usan como apoyo o sustituto de decisiones humanas en ambitos
sensibles (crédito, seguros, empleo, visibilidad en mercados digitales). Un referente clave en este debate
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argumenta que el impacto discriminatorio puede emerger incluso sin variables sensibles explicitas, por
correlaciones y por la I6gica de optimizacién del sistema [8]. Para una revista de ciencias aplicadas,
esto no es solo una discusién normativa: es un problema técnico-metodolégico. La equidad depende
de decisiones concretas de ingenieria (métricas de desempefio, funcién objetivo, muestreo, feature en-
gineering, umbrales, calibracién), y por ello requiere instrumentacién cuantitativa: métricas de fairness,
auditorias, analisis de sensibilidad y evaluacién de robustez.

En paralelo, la opacidad de los modelos modernos —desde ensamblajes hasta redes profundas—
plantea un limite practico para la confianza y el control social: si las personas no comprenden por
qué una recomendacién o clasificacién aparece, se debilita la capacidad de cuestionar, corregir o re-
sistir la influencia. En respuesta, la investigacién en explainable Al (XAl) ha desarrollado enfoques
para aproximar explicaciones locales o globales de modelos complejos. Métodos ampliamente citados,
como LIME, buscan ofrecer explicaciones interpretables a nivel de instancia para apoyar comprensién y
evaluacién humana [9]. A nivel de revisidn, la literatura ha sistematizado taxonomias de explicabilidad
y ha discutido tensiones entre fidelidad, interpretabilidad y utilidad en contextos reales [10]. Comple-
mentariamente, guias de interaccién humano-IA proponen principios de disefio (por ejemplo, gestionar
expectativas, comunicar incertidumbre, permitir correccién, dar control gradual) que ayudan a traducir
capacidades técnicas en experiencias mas seguras y transparentes [11]. En conjunto, estas lineas sefialan
que la “subjetividad algoritmica” no depende solo de que exista IA, sino de como se presenta, cémo se
integra en el flujo de decisién y qué posibilidades brinda para supervisién y agencia.

En este escenario, surge una necesidad de investigacién que sea simultdneamente socialmente sen-
sible y técnicamente rigurosa: (i) conceptualizar la influencia algoritmica en decisiones diarias como
un fenémeno socio-técnico medible; (ii) operacionalizar constructos de subjetividad (percepcion de
control, confianza, satisfaccién, carga cognitiva, dependencia de recomendacién, percepcién de manip-
ulacién) mediante indicadores cuantitativos; y (iii) modelar, con herramientas de ciencias aplicadas, los
mecanismos que conectan disefio algoritmico con cambios en conducta y experiencia. Esto habilita un
enfoque cuantitativo consistente con la orientacién del presente trabajo: uso de datos sintéticos para
simular escenarios (por ejemplo, variacién de intensidad de recomendacién, diversidad de exposicién,
opacidad/explicabilidad), estimacién de relaciones mediante modelos estadisticos (regresién, modelos
de eleccién, SEM/PLS-SEM cuando corresponda) y evaluacién de estabilidad mediante anélisis de sen-
sibilidad. Asi, el articulo propone aportar evidencia y estructura analitica para comprender cémo la
IA reconfigura decisiones humanas en la vida diaria sin reducir el problema a una dicotomia simplista
entre “tecnologia buena” o “tecnologia mala”, sino tratdndolo como un sistema optimizable donde las
variables humanas importan tanto como las métricas de desempeiio [12].

II. MARCO TEORICO

La inteligencia artificial contemporanea puede entenderse menos como una tecnologia aislada y
mas como una infraestructura socio-técnica integrada en la vida diaria. A diferencia de los sistemas
automatizados clasicos, los sistemas basados en aprendizaje automético operan de forma adaptativa,
aprendiendo de grandes voliimenes de datos generados por interacciones humanas y retroalimentando
continuamente sus propios procesos de decisién [13]. Esta caracteristica convierte a la IA en un actor
estructural del entorno social, capaz de mediar practicas cotidianas como el consumo de informacion,
la toma de decisiones econémicas, la planificacién del tiempo y la interaccién social.

Desde las ciencias aplicadas, esta infraestructura se materializa en algoritmos de recomendacién,
clasificacién y prediccién, disefiados para optimizar funciones objetivo concretas (engagement, eficien-
cia, reduccién de riesgo, personalizacién) [14]. No obstante, estas funciones técnicas no son neutrales:
al definir qué se optimiza, los sistemas introducen criterios normativos implicitos que influyen en la
experiencia humana. Estudios cldsicos sobre sistemas de recomendaciéon muestran que pequefias varia-
ciones en el disefio algoritmico pueden generar cambios sistematicos y medibles en el comportamiento
del usuario, incluso cuando este percibe sus decisiones como auténomas [1], [2].

A. Algoritmos cotidianos y arquitectura de la decision

El concepto de arquitectura de la decisidon proporciona un puente tedrico clave entre ingenieria y
ciencias sociales. Originalmente desarrollado en el dmbito de la economia conductual, este enfoque
sostiene que las decisiones humanas estan profundamente influidas por la forma en que las opciones
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se presentan, ordenan y contextualizan [3]. En entornos digitales, dicha arquitectura es implementada
algoritmicamente: los sistemas determinan el orden de visibilidad, la relevancia percibida y la frecuencia
de exposicién de las alternativas.

La literatura sobre digital nudging amplia este marco al ambito computacional, demostrando que
las interfaces algoritmicas pueden guiar elecciones sin eliminar opciones ni recurrir a coercién directa
[4]. Desde un punto de vista aplicado, estos efectos son especialmente relevantes porque permiten
ser modelados, simulados y cuantificados, utilizando herramientas como modelos de eleccion discreta,
analisis causal y simulaciones Monte Carlo. Asi, la influencia algoritmica se convierte en un fenémeno
observable y reproducible, compatible con el enfoque cuantitativo del presente estudio [15], [16].

B. Subjetividad social en entornos algoritmicos

La subjetividad social se refiere al proceso mediante el cual los individuos construyen percepciones,
preferencias, identidades y expectativas en interacciéon con su entorno social y simbdlico. En contex-
tos mediados por algoritmos, este entorno ya no es exclusivamente humano ni estable: es dindmico,
personalizado y parcialmente opaco. Los algoritmos actiian como filtros de realidad, determinando qué
informacién se vuelve accesible y qué alternativas permanecen invisibles [16].

Investigaciones recientes sefalan que los sistemas algoritmicos no solo responden a preferencias
preexistentes, sino que pueden moldear activamente dichas preferencias a través de mecanismos de
exposicién repetida, refuerzo selectivo y reduccién de diversidad [5]. Desde esta perspectiva, la subje-
tividad no se ve anulada, pero si reconfigurada: las decisiones individuales emergen de una interaccién
continua entre cognicién humana y optimizacién algoritmica [17]. Este proceso es especialmente rele-
vante en la vida cotidiana, donde la repeticién de micro-decisiones mediadas por |A puede consolidar
patrones estables de comportamiento y percepcién.

C. Agencia humana y gestién algoritmica

El concepto de agencia humana resulta central para analizar la relacién entre individuos y sistemas
inteligentes. La agencia no implica control absoluto, sino la capacidad percibida y efectiva de influir
en las propias acciones y resultados. En entornos algoritmicos, la agencia se ve tensionada por la
delegacion progresiva de decisiones a sistemas automaticos, fenémeno ampliamente documentado en
estudios sobre gestién algoritmica [6].

Desde una éptica aplicada, la pérdida o transformacién de la agencia no es un efecto abstracto,
sino un resultado emergente del disefio técnico: nivel de automatizacion, posibilidad de intervencion
humana, transparencia del modelo y mecanismos de retroalimentacién. Estos elementos pueden opera-
cionalizarse mediante variables cuantificables como percepcién de control, dependencia de la recomen-
dacién, confianza en el sistema y aceptacion de decisiones automatizadas, todas ellas susceptibles de
andlisis estadistico y simulacién con datos sintéticos.

D. Sesgo, equidad y responsabilidad algoritmica

Otro pilar tedrico fundamental es el estudio del sesgo algoritmico y su impacto social [18], [19].
La literatura ha demostrado que los modelos predictivos pueden reproducir desigualdades estructurales
incluso sin incorporar variables sensibles explicitas, debido a correlaciones latentes en los datos y a la
|6gica de optimizacién utilizada [7]. Este fendmeno tiene implicaciones directas en la vida diaria, donde
rankings y recomendaciones pueden favorecer sistematicamente ciertos perfiles, contenidos o decisiones.

Desde las ciencias aplicadas, el sesgo no constituye Gnicamente un problema ético, sino un desafio
técnico: depende de elecciones concretas en la construccién del modelo, como la seleccién de variables,
el balance de datos y la funcién objetivo [20]. Por ello, la evaluacién de equidad, robustez y sensibilidad
del sistema se convierte en un componente esencial del analisis cuantitativo, alineado con el enfoque
metodoldgico del presente trabajo.

E. Explicabilidad y percepcion de legitimidad algoritmica

La explicabilidad de los modelos de IA desempena un rol clave en la relacién entre sistemas in-
teligentes y subjetividad social. Cuando las decisiones algoritmicas resultan opacas, los individuos
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tienden a aceptar o rechazar recomendaciones sin comprender sus fundamentos, lo que afecta la confi-
anzay la percepcién de legitimidad. La investigacién propone métodos para traducir modelos complejos
en explicaciones comprensibles, permitiendo una supervisién humana mas informada [8], [9].

Desde un enfoque aplicado, la explicabilidad puede analizarse como una variable moderadora que
influye en la aceptacién del sistema, la percepcion de justicia y la agencia percibida. Esto refuerza
la pertinencia de incorporar indicadores cuantitativos relacionados con transparencia y comprensién
algoritmica en estudios que buscan evaluar el impacto social de la IA en decisiones cotidianas.

III. METODOLOGIA

El enfoque de este trabajo fue cuantitativo, explicativo-predictivo, con énfasis en modelado y simu-
lacién computacional, bajo un disefio no experimental de tipo simulacién-basada con miltiples escenarios
(Monte Carlo) y contrastes entre condiciones. La unidad de anilisis fueron episodios de decisién cotidi-
ana mediada por IA (p. €j., eleccién de contenido, ruta, compra, interaccién o consumo de informacién).

Se utilizé un gemelo digital socio-técnico (socio-technical digital twin) que integra: (i) un modelo
algoritmico (ingenieria) que modifica el entorno de eleccién, y (ii) un modelo conductual/psicométrico
(ciencias sociales) que genera decisiones y percepciones. Este enfoque permite responder de manera
cuantificable qué cambia en la conducta y qué cambia en la subjetividad cuando el entorno decisional
estd mediado por IA.

A. Modelo conceptual integrador: sistema socio-técnico de decision

Se plante6 un sistema compuesto por tres capas cuantificables:

1. Capa A — Entorno algoritmico (Ingenieria)

Esta capa representa las condiciones técnicas del sistema inteligente que modifican la arquitectura
de eleccién y estructuran la exposicién del usuario a alternativas.

e Intensidad de personalizacion: baja, media o alta.
e Diversidad de exposicién: baja o alta.

e Opacidad vs. explicabilidad: sin explicacién o con explicacién.

Objetivo de optimizacién: engagement, bienestar o equilibrio.

e Sesgo inducido del sistema: controlado por pardmetros de entrenamiento y distribucién de datos.

2. Capa B — Procesamiento humano (Social-cognitivo)

Esta capa integra variables latentes vinculadas a percepcién, evaluacion y respuesta psicoldgica del
individuo frente a sistemas algoritmicos.

e Agencia percibida.
o Confianza algoritmica.
 Carga cognitiva (fatiga decisional).

Susceptibilidad a la recomendacién.

o Percepcién de justicia/legitimidad.

3. Capa C — Resultados observables (conducta + subjetividad)

Esta capa corresponde a indicadores conductuales y subjetivos medibles que emergen de la inter-
accion entre el agente y el sistema algoritmico.

e Eleccion final: categorias o probabilidad de seleccién.
o Tiempo de decisién / tasa de cambio de opcidn.

o Diversidad real de elecciones: indices de diversidad.
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e Dependencia del recomendador.

o Cambios en preferencia (drift) entre rondas.

B. Variables del estudio y operacionalizacién cuantitativa

Las variables del estudio se definieron y operacionalizaron en tres categorias: independientes, me-
diadoras y dependientes.

1. Variables independientes (ingenieria; controladas por disefio)

o Personalizacién (PERS): parametro continuo 0-1 (o tres niveles).

 Diversidad de exposicion (DIVEXP): pardmetro 0-1 (control del ranking).

o Explicabilidad (XAl): 0 = sin explicacién, 1 = con explicacién.

o Sesgo de entrenamiento (BIAS): parametro 0-1 que altera distribucién de datos y/o pesos.

o Objetivo de optimizacién (OBJ): variable categérica (ENG/BIEN/DUAL).

2. Variables mediadoras (ciencias sociales; latentes psicométricas)
 Agencia percibida (AG): escala Likert 1-5 (> 5 items).
o Confianza en la IA (TRUST): Likert 1-5 (> 5 items).
o Carga cognitiva (CL): Likert 1-5 (> 4 items).
o Percepcion de manipulacion (MANIP): Likert 1-5 (> 4 items).
o Legitimidad/justicia (LEGIT): Likert 1-5 (> 4 items).

3. Variables dependientes (aplicadas/observables)

o Probabilidad de eleccién recomendada: P(Rec).

e Tiempo de decisién: segundos (variable continua).

e Diversidad conductual: entropia de Shannon o indice de Gini.

e Dependencia del recomendador: porcentaje de decisiones alineadas al top-k.

o Deriva de preferencias (preference drift): distancia entre vectores de preferencia por rondas.

C. Generacion de datos

Se trabajé con una poblacién simulada basada en agentes (N = 500), cuyos atributos se definieron
como variables distribucionales.

o Alfabetizacién digital, impulsividad/auto-control, necesidad de cognicién y tolerancia a incer-
tidumbre.

e Orientacién social: conformidad o exploracién.
e Preferencias iniciales: vector de gustos por categorias.

o Sensibilidad a nudges: pardmetro individual.

Cada atributo se modelé mediante distribuciones (normal, beta y multinomial), incorporando cor-
relaciones entre rasgos. Cada decisién se representé como una utilidad descrita en la Ecuacién (1):

Uijit = Bo+ B1-FitPref; ji + B2 - Rank; s + B3 - Exply + B4 - Social Signal;; + €. (1)
donde:

e FitPref: ajuste a preferencia individual.
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e Rank: posicién en ranking (arquitectura algoritmica).
o Euxpl: presencia de explicacién (XAl).

o SocialSignal: sefial social (likes/valoraciones, controlada).
La eleccién y;; se obtuvo mediante softmax (logit multinomial).

1. Modelo de recomendacion y retroalimentacion
Se simulé un recomendador en tres niveles crecientes para anélisis comparativo:
o Nivel 1 (baseline): popularidad + filtrado por contenido (simple, replicable).
 Nivel 2: filtrado colaborativo (matriz usuario—item, regularizacién).

o Nivel 3: modelo hibrido con objetivo configurable (ENG/BIEN/DUAL) y control de diversidad.

El ranking final se construyé como top-k con penalizacién por homogeneidad cuando DIVEXP
fue alta. El sesgo (BIAS) se introdujo como distorsién en el conjunto de entrenamiento y/o como
sobre-representacion sistematica de ciertos items o atributos.

Se implementé un mecanismo de retroalimentacién, donde tras cada ronda se actualizaron:

o Preferencias del agente: refuerzo por exposicién y satisfaccién.
o Confianza y agencia percibida: funcién de opacidad y resultado.

e Modelo recomendador: re-entrenamiento o ajuste de pesos con nuevas interacciones.

Esto permitié medir como se reconfiguran la subjetividad y la conducta con el tiempo, no solo en
una decisién aislada.

2. Escenarios factoriales y grupos de trabajo

Se definieron escenarios factoriales variando los niveles de personalizacién, explicabilidad y diversi-
dad, complementados con variaciones de sesgo y objetivo de optimizacion.

e Personalizacion: baja, media y alta.

o Explicabilidad: no / si.

o Diversidad de exposicién: baja / alta.
o Sesgo (BIAS): 0-1.

o Objetivo (OBJ): ENG/BIEN/DUAL.

Los grupos de trabajo fueron:

e Grupo de control: personalizacién baja + diversidad alta + explicabilidad activa.

e Grupo de tratamiento: combinaciones donde la IA incrementa el ranking-power y reduce
diversidad.

Para cada ronda se generaron respuestas tipo Likert como “sensores sociales”. Las variables AG,
TRUST, CL, MANIP y LEGIT se modelaron con ecuaciones estructurales latentes (medicién), aplicando
controles de calidad asociados a respuestas inconsistentes, aquiescencia y fatiga.
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D. Andlisis estadistico

Se consideré el o de Cronbach y Q) de McDonald para consistencia, la validez convergente (AVE)
y andlisis factorial confirmatorio (CFA). Mientras que, el modelado causal y predictivo consistié en:
modelos de regresion/multinivel: decisiones repetidas por individuo, modelos de eleccién discreta (logit
multinomial) para resultados conductuales, SEM para rutas: 1A — (AG, TRUST, CL) — conducta,
analisis de mediacién moderada: XAl moderando el efecto de personalizacion sobre agencia.

Asimismo, las métricas de ingenieria del sistema fueron la precisién top-k, diversidad y novedad
del recomendador, desigualdad de exposicién, estabilidad del sistema (deriva temporal de preferen-
cias y del modelo), auditoria de sesgo: disparidades entre subgrupos sintéticos (diferencias de ex-
posicién/resultado). De manera que, la sensibilidad y robustez se realizaron con Monte Carlo con
1,000-10,000 corridas, anilisis de sensibilidad global (variaciéon de pardmetros clave), intervalos de
confianza por bootstrapping para estimaciones principales. Se tomaron en cuenta todos los aspectos
éticos asociados, el objetivo fue comprender y mitigar riesgos de mediacién algoritmica, no optimizar
manipulacién.

IV. RESULTADOS

Antes de estimar los modelos explicativos, se evaludé la consistencia interna de los constructos
psicosociales generados en la poblacién sintética. La Tabla 1 presenta los estadisticos descriptivos y
los coeficientes de fiabilidad obtenidos para cada variable latente, evidenciando niveles adecuados de
consistencia interna.

Tabla 1. Estadisticos descriptivos y fiabilidad de los constructos

Constructo Media | DE | a de Cronbach
Agencia percibida (AG) 3.42 0.71 0.82
Confianza algoritmica (TRUST) 3.58 0.68 0.85
Carga cognitiva (CL) 2.91 0.74 0.79
Percepcién de manipulaciéon (MANIP) 3.12 0.77 0.81
Legitimidad percibida (LEGIT) 3.46 | 0.69 0.84

Fuente: Tratamiento de datos en Microsoft Excel.

Se estimé un modelo de eleccién discreta (logit multinomial) para evaluar el efecto de la mediacién
algoritmica sobre la probabilidad de seleccién de la alternativa recomendada (Tabla 2).

Tabla 2. Resultados del modelo de eleccion discreta.

Variable 15} EE z P

Personalizacién (PERS) 0.84 | 0.09 | 9.33 | < 0.001
Diversidad de exposicion (DIVEXP) | -0.47 | 0.08 | -5.88 | < 0.001
Explicabilidad (XAI) -0.29 | 0.07 | -4.14 | < 0.001
Senal social 0.31 | 0.06 | 5.17 | < 0.001

Fuente: Tratamiento de datos en Microsoft Excel.

Se pudo confirmar que la personalizacién incrementa significativamente la adhesién a la recomen-
dacién, la diversidad y la explicabilidad reducen la dependencia algoritmica y el ranking actia como un
mecanismo causal cuantificable.

La Figura 1 muestra la probabilidad predicha de seleccién de la alternativa recomendada en funcién
del nivel de personalizacién del sistema, comparando escenarios con y sin mecanismos de explicabilidad.
Se observa un incremento progresivo de la probabilidad de eleccion a medida que aumenta la personal-
izacién algoritmica, efecto que se atenida cuando el sistema incorpora explicaciones, evidenciando una
reduccion en la dependencia automatica del ranking.
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Fig. 1. Probabilidad predicha de seleccién de la alternativa recomendada en funcién del nivel de
personalizacion del sistema.

La Tabla 3 presenta los efectos directos e indirectos estimados mediante el modelo de ecuaciones
estructurales, evaluando las relaciones entre los parametros algoritmicos, los constructos psicosociales
y la conducta de eleccién. Los resultados permiten identificar tanto la influencia directa de la per-
sonalizacién sobre la decisién final como los efectos mediadores ejercidos por la agencia percibida,
evidenciando el caracter socio-técnico del proceso decisional y la interaccion entre disefio algoritmico y
experiencia subjetiva.

Tabla 3. Efectos estimados.

Relacion Efecto | [ est. P

PERS — Eleccién Directo 0.52 < 0.001
PERS — AG Directo -0.41 | < 0.001
AG — Eleccién Directo 0.36 | < 0.001
PERS — AG — Eleccién | Indirecto | -0.15 < 0.01

La Tabla 4 resume las principales métricas de desempeiio del sistema algoritmico bajo los distintos
escenarios de mediacién evaluados. Estas métricas permiten comparar la precisiéon del recomendador,
la diversidad conductual y el nivel de dependencia del sistema, proporcionando una evaluacién integral
del comportamiento técnico del algoritmo y de sus efectos estructurales sobre el entorno de eleccién.

Tabla 4. Métricas del sistema.

Escenario Precisiéon Top-k | Entropia | Dependencia
Control 0.61 1.92 0.44
Alta personalizacion 0.78 1.21 0.73
Personalizacién + XAI 0.74 1.56 0.58

La Figura 2 compara los valores medios de agencia percibida, dependencia algoritmica y carga
cognitiva bajo distintos escenarios socio-técnicos. Los resultados indican que la alta personalizacién se
asocia con una disminucién de la agencia y un aumento de la dependencia del sistema, mientras que
la incorporacién de mecanismos de explicabilidad contribuye a mitigar parcialmente estos efectos sin
eliminar la influencia algoritmica.
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Fig. 2. Comparacién de escenarios socio-técnicos (agencia, dependencia, carga).

La Figura 3 presenta la relacién entre la agencia percibida y la dependencia del sistema algoritmico
mediante un diagrama de dispersidén con linea de tendencia. Se evidencia una relacién inversa entre
ambas variables, confirmando que menores niveles de agencia se asocian con una mayor adhesién a las
recomendaciones del sistema, lo que refuerza el rol mediador de la agencia en la toma de decisiones
humanas.
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Fig. 3. Relaciéon entre agencia percibida y dependencia del sistema algoritmico.

La Figura 4 evidencia una diferencia estructural en la distribucién de la exposicién algoritmica en-
tre los escenarios analizados. En el escenario de control, la exposiciéon se mantiene en niveles bajos y
relativamente homogéneos, lo que sugiere un entorno de eleccién con mayor diversidad y menor con-
centracién de visibilidad. En contraste, el escenario de alta personalizacién presenta un desplazamiento
significativo de la mediana y un aumento del rango intercuartilico, indicando una mayor concentracién
de exposicién en un subconjunto reducido de alternativas.

Este patrén refleja un efecto directo del ranking algoritmico sobre la arquitectura de eleccién,
donde la optimizacién basada en personalizacién incrementa la desigualdad de exposicién y reduce la
diversidad estructural del entorno decisional. Desde una perspectiva aplicada, estos resultados confirman
que decisiones técnicas en el disefio del sistema producen efectos medibles sobre la configuracién del
espacio de opciones disponible para el usuario.
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Fig. 4. Distribucion de la exposiciéon algoritmica bajo distintos escenarios.

La Figura 5 presenta el andlisis de sensibilidad del modelo socio-técnico ante variaciones contro-
ladas en el nivel de personalizacién algoritmica. Los resultados muestran una relaciéon monotdnica y
aproximadamente lineal entre la perturbacién del parametro de personalizacién y la probabilidad de se-
leccién de la alternativa recomendada, lo que indica una respuesta estable del sistema frente a cambios
paramétricos moderados. Esta regularidad sugiere que el comportamiento del modelo no estd dominado
por umbrales criticos ni discontinuidades abruptas, sino por un mecanismo de influencia progresiva del
ranking algoritmico sobre la toma de decisiones.

Desde una perspectiva aplicada, la pendiente observada permite interpretar la personalizacién como
un parametro de alta sensibilidad: incrementos relativamente pequefios en su intensidad generan varia-
ciones sistematicas y predecibles en la conducta de eleccién. Al mismo tiempo, la ausencia de oscila-
ciones o efectos no lineales refuerza la robustez del modelo y sugiere que los resultados no dependen
de configuraciones extremas del sistema. En conjunto, este andlisis confirma que la personalizacién
algoritmica actia como un regulador continuo del entorno decisional, cuyo impacto puede ser cuantifi-
cado y gestionado mediante ajustes técnicos especificos, lo que resulta especialmente relevante para el
disefio responsable de sistemas de recomendacién en contextos cotidianos.
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Fig. 5. Sensibilidad de la probabilidad de eleccién ante variaciones en la personalizaciéon
algoritmica.

CONCLUSIONES

Los resultados de este estudio confirman que los algoritmos que operan en la vida cotidiana no
actGan Unicamente como herramientas técnicas de apoyo, sino como mecanismos activos de configu-
racién del entorno decisional humano. La inteligencia artificial, a través de procesos de personalizacién,
ranking y optimizacién, introduce una arquitectura de elecciéon que modifica de manera sistemética
la probabilidad de seleccionar determinadas alternativas, incluso cuando los individuos mantienen la
percepcién de estar decidiendo de forma auténoma.

Desde una perspectiva socio-técnica, la subjetividad social se ve reconfigurada no por la sustitucién
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directa de la decisién humana, sino por la modulacién progresiva de la agencia, la confianza y la
dependencia frente al sistema algoritmico. Los anélisis muestran que mayores niveles de personalizacién
incrementan |la adhesién a las recomendaciones, reducen la diversidad estructural del entorno de eleccion
y desplazan el centro de la decisién desde la deliberacién individual hacia la légica de optimizacién del
sistema.

El anélisis de sensibilidad aporta evidencia clave para comprender este fendmeno: la personalizacién
algoritmica se comporta como un parametro de alta sensibilidad, donde variaciones moderadas gen-
eran cambios predecibles y acumulativos en la conducta de eleccién. Este comportamiento estable y
monotdnico indica que la influencia algoritmica no es un efecto puntual o excepcional, sino un proceso
continuo que, en contextos cotidianos, puede consolidar patrones de decisién y moldear preferencias a
lo largo del tiempo.

Los hallazgos refuerzan la idea central del titulo: los algoritmos cotidianos no solo asisten decisiones,
sino que reconfiguran la forma en que las personas evalian opciones, perciben control y construyen
sentido en la vida diaria. Desde las ciencias aplicadas, esto subraya la necesidad de concebir el dis-
efio algoritmico como un problema socio-técnico medible y gestionable, donde parametros técnicos
aparentemente neutros tienen consecuencias directas sobre la experiencia humana y la construccién de
subjetividad en entornos digitales contemporéaneos.
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